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Non-Volatile Storage & 
Its Place in HPC

● More data is being generated by HPC 
applications, making I/O systems the 
bottleneck for future HPCs

● To solve this, non-volatile storage is 
being integrated in the HPC 
memory/storage hierarchy

● HPC applications currently are not 
optimized for non-volatile storage



The Case of the Missing I/O Performance
● The IOR Storage Benchmarking Tool with sequential I/O showed that the Cori 

Burst Buffer could achieve 700 GB/S
● When tested with the Cori Burst Buffer, Vector Particle in Cell (VPIC), which 

uses a parallel I/O pattern, only performed at 15% of optimal (41 GB/S)
● There is extra time being spent on parallel I/O



Methods of Analysis
● Vector Particle in Cell (VPIC) I/O 

Kernel 
○ I/O Bound Application
○ Modifiable I/O Kernel 
○ Affected by Parallel I/O 

○ Instrumented to show 

performance difference with 
different HDF5 optimizations

○ Many I/O Steps 
● Darshan Logs

○ Lightweight I/O Profiling Tool 
○ Individual Process I/O Time 

○ Used to show I/O Time 
Variance



Methods of Analysis
● Cray Performance Counters

○ Amount of data written per 
thread

○ Critical for determining data 
write imbalance

● IOR Benchmark Tool

○ Generation of sequential 
benchmarks



System Configuration
● NERSC Cori Phase 1 High Performance Computer
● Cray DataWarp Burst Buffer System 

○ 64 or 65 Nodes 
○ Storage granularity of 200GB per node 



Results & the Path to Them 



Results & the Path to Them 



Results & the Path to Them 



Conclusions
● Collective buffering on the Burst Buffer when using MPI-IO is a bottleneck.

○ Independent I/O mode bypasses collective buffering and results in better performance.
○ Independent I/O saturates the BB more effectively than collective I/O.
○ Using Independent I/O can result in up to a 4.6x performance increase. 

● If Collective I/O must be used
○ Ensuring divisibility can result in an approximately 50% performance increase.
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